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Abstract—Threshold logic has been attracting great atten-
tion from researchers due to the rapid development in
nanotechnology-based devices. In the state-of-the-art approach
to the threshold logic network (TLN) synthesis using don’t cares,
we observed that not all the computed don’t cares contribute to
the cost minimization of threshold logic gate (TLG). Therefore, in
this work, we focus on computing the don’t cares that effectively
provide the opportunities for cost minimization. Furthermore,
De Morgan’s law for TLGs is applied such that global TLN
optimization considering the cost and the number of inverters
can be achieved. The experimental results show that the proposed
approach is capable of obtaining efficiently a smaller cost and
fewer inverters for a set of TLN benchmarks.

Index Terms—De Morgan’s law, don’t cares, logic implication,
threshold logic, threshold logic gate (TLG) optimization.

I. INTRODUCTION

LOGIC synthesis plays a crucial role in the VLSI design
flow, and it contains optimization engines to improve the

quality of design at logic level. Different from Boolean logic
networks, the threshold logic network (TLN) is an alternative
representation that is used to express a Boolean function. Due
to the higher expression ability of a single threshold logic gate
(TLG), a TLN usually has a shorter depth and a smaller num-
ber of TLGs compared to the conventional Boolean networks.
In the past decade, threshold logic has been attracting great
attention from the researchers due to the rapid development in
nanotechnology-based devices [2], [28]. Thus, logic synthesis
for TLNs has become an important research direction recently.

An integer linear programming (ILP)-based algorithm for
the TLN synthesis was first proposed in 2005 [28]. This algo-
rithm performed the binate node splitting operation to obtain
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unate function nodes. Then, an inequality system was derived
from a unate function node. Once the inequality system can
be solved by an ILP solver, the function node can be repre-
sented with a TLG. Otherwise, this node has to perform the
unate node splitting operation until it can be represented with a
TLG. That work presented a general approach to generate the
inequality system for synthesizing a TLN with the assistance
of ILP solvers.

The nanotechnology-based devices, such as resonant tun-
neling diodes (RTDs) [1], [24], memristors [8], [25], and
single-electron transistors (SETs) [11], [27], have been well
studied and might be the solutions to the TLN implemen-
tation. Since the implementation costs of TLNs correspond
to the different nanotechnology-based devices, different cost
functions in the TLN synthesis have been proposed in
the literature. For example, RTDs are suitable to imple-
ment TLGs because their current-voltage characteristics can
be exploited to represent complex functionalities as com-
pared to conventional CMOS devices. Since the area of
RTD devices determines the weights and threshold val-
ues of TLGs, the previous works [10], [16] chose as cost
function the summation of all the weights and threshold
values in the TLN, and proposed a rewiring-based algo-
rithm to minimize the cost of the given TLN. After the
wire removal and rectification network construction, the
weights and threshold values of some TLGs in the TLN
may be changed such that they cannot be canonically rep-
resented. That is, two functionally equivalent TLGs do
not have the same weights and threshold value. Therefore,
the previous work [10] proposed a simplification proce-
dure for a TLG to obtain its canonical form. On the other
hand, since the fabrication of large TLNs is quite chal-
lenging, the work [3] simply focused on minimizing the
gate count of the given TLN instead. This work exploited
the don’t cares in the TLN and merged two TLGs with
different functionalities while keeping the overall function-
ality of TLN intact. The previous works [12], [13] also
evaluated the quality of TLN by the number of TLGs
in it. The authors formulated a collapsing operation for
TLGs and proposed an analytic approach for fast circuit
transformation.

Recently, the state of the art [4] proposed a don’t-care-based
algorithm for minimizing the cost of TLGs in a given TLN.
This algorithm consisted of two parts: first, computing the
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satisfiability don’t cares (SDCs) and observability don’t cares
(ODCs) of a TLG, and second, using the computed SDCs and
ODCs to simplify the TLG without changing the structure of
TLN. Chen et al. [4] showed two sets of experimental results
of TLN minimization. One is with TLGs that have at most
six inputs, while the other is with TLGs that have at most 15
inputs. According to the experimental results in [4], the TLNs
with the 6-input fanin number constraint have much lower cost
in terms of summation of total weights and threshold values.
This is because the TLGs with more inputs lose the oppor-
tunities of TLG sharing. This phenomenon also matches the
design principle about the look-up table (LUT) size of modern
FPGA devices [7]. Therefore, the fanin number constraint of
TLGs in a TLN is suggested to be a small number when the
summation of weights and threshold values is adopted as the
cost function.

We observed that the the work of [4] can be improved
in several aspects. First, because the algorithm only focused
on the relations between two inputs of a TLG for comput-
ing don’t cares, this algorithm might miss some critical don’t
cares that can be used for TLG optimization. Second, the com-
puted don’t cares in the TLG do not always lead to a better
optimization result. In other words, the computed don’t cares
might not contribute to the optimization of TLGs inherently.
Third, the inequality constraints for the ILP solvers were con-
structed by a decision tree. However, different variable orders
will lead to different inequality constraints. Therefore, the cost
of resultant TLG might not be minimal under a given vari-
able order in [4]. Last, the implementation cost of inverters
in the TLNs was not considered in the state of the art. The
previous work [24] demonstrated that evaluating the cost of
TLNs without considering the implementation cost of inverters
is inappropriate.

Thus, in this work, we propose an efficient algorithm to
minimize the cost of TLNs consisting of TLGs with at most
six inputs while considering the number of inverters in the
TLN. Note that this fanin number constraint does not affect
the scalability of this work since any TLNs can be synthesized
with 6-input TLGs. The main contributions of this work are
threefold.

1) This article proposes an algorithm computing the useful
don’t cares that contribute to TLG optimization.

2) Instead of using the ILP-based approach in the state of
the art [4], this article adopts the TLG library map-
ping to efficiently obtain the optimal-cost TLGs in
the TLNs.

3) De Morgan’s law for threshold logic is applied
and the corresponding inverter optimization algo-
rithm is proposed to achieve a better optimization
result.

The remainder of this article is organized as follows.
Section II introduces the background of the work. Section III
presents the TLN optimization algorithm without structural
perturbation. Section IV presents the TLN optimization algo-
rithm with structural perturbation. Section V presents the
overall flow of the TLN optimization algorithm. Section VI
shows the experimental results. Finally, Section VII concludes
this work.

Fig. 1. (a) AND gate. (b) Corresponding hyperplane L : x + y = 2.

TABLE I
NUMBER OF n-INPUT NP-TLGS

II. PRELIMINARIES

A. Threshold Logic

A TLG is the primitive element in the TLN. A TLG con-
tains n binary inputs and one binary output. The parameters
of a TLG are weights wi, which correspond to inputs xi;
i = 1 ∼ n, and a threshold value T . The output f of a
TLG is evaluated by (1). If the summation of correspond-
ing weights wi of inputs xi that are assumed to be 1 in
an input vector is greater than or equal to the threshold
value T , the output f is 1. Otherwise, the output f is 0.
In the previous works [4], [10], [15], [16], the weights and
threshold values are transformed into positive integers for
facilitating the cost comparison of TLNs. The TLGs with
positive weights and threshold values have the increasing
monotonicity property, i.e., f (x1, . . . , xi−1, 1, xi+1, . . . , xn) ≥
f (x1, . . . , xi−1, 0, xi+1, . . . , xn) for all xi. In the rest of the arti-
cle, all the considered TLGs are with positive weights and
threshold values

f (x1, x2, . . . , xn) =
{

1, if
∑n

i=1 xiwi ≥ T
0, if

∑n
i=1 xiwi < T

(1)

A function that can be represented by a TLG is called a
threshold function (TF). There were some studies focusing on
the TF identification problem [9], [14], [17], [20], [21], [23].
Table I shows the number of NP-TLGs for up to eight inputs.
N and P stand for input negation and permutation, respectively.
Chen et al. [4] obtained the weights and threshold value of a
TLG by using ILP solvers. However, since we only focus on
the TLGs that have at most six inputs in this work, the optimal
weights and threshold value of 6-input TLGs can be obtained
from the 6-input TLG library by permuting the weights for
every TLG in the set of NP-TLGs in Table I. The details of
this method will be presented in Section III-C.

B. TLG and Hyperplane

A hyperplane is strongly related to a TLG, and it plays an
important role in the succeeding discussion. Therefore, in this
section, we explain the relationship between the hyperplane
and TLG first [14], [15].
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According to (1), we know that a TLG has the following
parameters w1, w2, . . . , wn and T . In fact, these parameters
compose a hyperplane H : x1w1 + x2w2 + · · · + xnwn = T in
an n-dimensional space. The minterms in the on-set of a TLG
will be on or above the hyperplane H. On the other hand, the
minterms in the off-set will be below the hyperplane H. For
example, the TLG <1, 1; 2> as shown in Fig. 1(a) produces
the output of 1 if and only if (x, y) = (1, 1). The behavior
of this TLG can be represented in a two-dimensional plane as
shown in Fig. 1(b). In Fig. 1(b), when any point that is on or
above the hyperplane L : x + y = 2 is applied to the TLG, the
output f is 1; otherwise, f is 0.

C. SDCs and ODCs

Node optimization is a common technique used for sim-
plifying networks [5], [6], [26]. Some input combinations to
the internal nodes of the network will not occur due to the
structure and connection of the network. These input combi-
nations are called SDCs to the nodes, and can be used for
node optimization. In addition to SDCs, ODCs are also effec-
tive to node optimization. ODCs are the input combinations
that mask the changes of internal nodes to be observable at
the primary outputs.

D. De Morgan’s Law for Threshold Logic

In the 1970s, Muroga proposed De Morgan’s law for thresh-
old logic, as shown in Fig. 2 [19]. The proof of De Morgan’s
law is as follows. According to the definition of TLG in (1), the
function of the TLG in the left of Fig. 2 can be represented as

x1w1 + x2w2 + · · · + xnwn ≥ T. (2)

Similarly, the function of the TLG in the right of Fig. 2 can
be represented as

x1w1 + x2w2 + · · · + xnwn < T ′ = w1 + w2 + · · · + wn

+ 1 − T (3)

where dots represent a complement operation. Then, (3) can
be written as

T − 1 < (1 − x1)w1 + (1 − x2)w2 + · · · + (1 − xn)wn. (4)

Since x1, x2, . . . , xn are Boolean variables, (4) is
equivalent to

x1w1 + x2w2 + · · · + xnwn > T − 1. (5)

Finally, since the weights and threshold value in a TLG are
integers, (5) can be rewritten as

x1w1 + x2w2 + · · · + xnwn ≥ T. (6)

We can see that (6) is the same as (2), which means that
the two TLGs in Fig. 2 are equivalent.

According to De Morgan’s law for threshold logic, we can
transform a TLG in a TLN into its complemented form and
vice versa without changing the TLN’s functionality.

Fig. 2. De Morgan’s law for threshold logic.

E. Review of the State of the Art

In this section, we review the previous work [4]. In that
work, the authors proposed a don’t-care-based minimization
algorithm for TLN optimization. The objective of that work
is to minimize the summation of weights and threshold val-
ues of a TLN without changing its structure. The algorithm
aimed to solve two problems: 1) how to compute the don’t
cares in the TLN and 2) how to use don’t cares to simplify a
TLG. To solve the first problem, the authors performed logic
implications backward and forward on the known assignments.
Specifically, for a multiinput TLG g and some of its fanins,
fin1 and fin2, the known assignments can be obtained by the
necessary assignments for g to be observable and an arbitrary
value v on the input fin1. Once we can obtain a value w of the
input fin2 during the logic implication process, the input pat-
terns with (fin1, fin2) = (v, w) either never occur (i.e., SDC)
or make TLG g unobservable (i.e., ODC). Thus, the input
patterns with (fin1, fin2) = (v, w) are don’t cares to g.

For the second problem, the authors modeled the TLG
optimization problem as an ILP problem. The modeling pro-
cess derived the greater-than-or-equal-to constraints as well as
the less-than constraints. These constraints were obtained by a
searching algorithm on a decision tree under a given variable
order. In that work, the authors determined the variable order
of the decision tree based on the magnitudes of weights in the
descending order. These constraints formed an ILP formula-
tion with the objective function of minimizing the summation
of weights and threshold value. The solution returned by the
ILP solver consisted of the weights and threshold value of
the TLG.

III. TLN MINIMIZATION WITHOUT STRUCTURAL

PERTURBATION

In this work, the term of structural perturbation is defined
as adding or removing inverters, without changing the connec-
tivity of other TLGs in the TLN. In this section, we focus on
the don’t care computation and TLG optimization without the
structural perturbation.

A. ONCVs and OFFCVs

Chen et al. [4] computed the SDCs and ODCs by perform-
ing logic implications on the TLN. However, this approach
might miss the critical don’t cares for TLG optimization. For
example, Fig. 3 shows a TLN to be optimized. In this graph,
the dot marked on an edge is an inverter. Let us consider the
g4 gate, which has three inputs a, b, and g3. Since for g1 gate,
a = 1 and b = 1 imply g1 = 1, then g1 = 1 implies g3 = 1 for
g3 gate, the input pattern (a, b, g3) = (1, 1, 0) to g4 will never
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Fig. 3. Example demonstrating the TLG g4 can be simplified as <1, 1, 1; 2>.

occur. In other words, the pattern (1, 1, 0) is a don’t care to
g4 gate. Thus, the TLG g4 <1, 1, 2; 3> can be simplified as
<1, 1, 1; 2>. However, the technique in [4] cannot compute
this don’t care since they only assigned one input of the TLG
during the logic implication process. In this example, both a
and b have to be assigned to 1 simultaneously to find out this
don’t care.

Furthermore, some don’t cares cannot contribute to the
optimization of TLG. That is, computing certain don’t cares
is a redundant operation without reducing the cost of TLGs.
As mentioned in Section II-B, we know that there exists a
hyperplane that separates the on-set and off-set of the TLG.
Once the on-set and off-set of TLG are changed, the corre-
sponding hyperplane will be changed accordingly. In the state
of the art, some don’t cares were computed to optimize the
TLG since a don’t care can be considered as either an on-set
minterm or an off-set minterm. However, as shown in Fig. 4(a),
the hyperplane cannot be adjusted for TLG optimization if
the computed don’t cares are not located on the boundary
of the hyperplane. When the don’t cares are located on the
boundary of the hyperplane, the hyperplane can be adjusted,
and a better hyperplane with respect to a lower cost TLG
might be obtained. Fig. 4(b) illustrates the idea of hyperplane
adjustment for TLG optimization.

In this work, we focus on computing the don’t cares that
provide the opportunities for optimization. In other words, we
only examine if the minterms on the boundary are don’t cares
or not. Once a minterm on the boundary has been confirmed as
a don’t care, the boundary will be updated for the succeeding
optimization. Before introducing the proposed approach, we
first define the ON critical vectors (ONCVs) and OFF critical
vectors (OFFCVs) of an increasing monotonic function.

Definition 1: Given an input vector v ∈ on-set (off-set) of
an increasing monotonic function, v is said to be an ONCV
(OFFCV) if and only if when any bit of v flips from 1 to 0
(0 to 1), the output of the increasing monotonic function also
flips from 1 to 0, or 1 to x (0 to 1, or 0 to x), where x denotes
a don’t care.

By the definitions of ONCVs and OFFCVs, the ONCVs
and OFFCVs are the closest minterms to the hyperplane in
an n-dimensional space because when any single bit of these
minterms flips from 1 to 0 (0 to 1), and the output also flips
from 1 to 0, or 1 to x (0 to 1, or 0 to x). Next, we prove
the existence of an ONCV and an OFFCV in an increasing
monotonic function.

Theorem 1: There exists one ONCV in a nonconstant
increasing monotonic function f .

Fig. 4. (a) Hyperplane L that cannot be adjusted. (b) Hyperplane L that can
be adjusted to another hyperplane L′.

Proof: Let �n
i denote a set of n-input vectors, where the

number of 1 in each input vector is i. For example, �4
1 contains

four input vectors 0001, 0010, 0100, and 1000.
In this proof, we call the set �n

i a zero set if and only if
each vector in this set is a don’t care or has the output of 0.
Since f is a nonconstant increasing monotonic function, we
have f (�n

n) = 1 and f (�n
0) = 0. This is because if f (�n

n) = 0,
then f is a constant 0 function; and if f (�n

0) = 1, then f
is a constant 1 function due to the increasing monotonicity
property.

Since f (�n
0) = 0, we obtain a zero set �n

0. The next step is
to find an input vector u ∈ �n

1 such that f (u) = 1. If we can
have such an input vector u, u is an ONCV by Definition 1. If
we cannot find such an input vector, the vector set �n

1 is also a
zero set. Therefore, we search the ONCVs from the vector set
�n

2. By repeating this step, if we cannot find the ONCVs until
reaching the vector set �n

n−1, we will know that �n
n contains

the only ONCV because of f (�n
n) = 1. Thus, there exists one

ONCV in a nonconstant increasing monotonic function f .
Theorem 2: There exists one OFFCV in a nonconstant

increasing monotonic function f .
Proof: Theorem 2 can be proved in a similar way as

Theorem 1. Thus, this proof is omitted.
For example, a 2-input OR function is a nonconstant

increasing monotonic function. The corresponding ONCVs are
(1, 0) and (0, 1), and its OFFCV is (0, 0).

B. Update of ONCVs and OFFCVs Considering Don’t Cares

Since we want to know whether the minterms on the bound-
ary of hyperplane, i.e., ONCVs and OFFCVs, are don’t cares
or not, we adopt the method proposed in [4] and [16] to
obtain ONCVs and OFFCVs of a TLG. This method is sum-
marized as follows. First, the weights in the TLG are sorted
in a descending order. Then, we assign an input variable to
be 1 and 0 iteratively. When the variable is assigned to be
1, we check whether the variables that have been assigned
can directly determine the output as 1 without considering
other nonassigned variables. If the answer is yes, we set the
nonassigned variables as 0 and obtain an ONCV. The pro-
cedure can be terminated immediately if the assigned values
directly determine the output as 0. Fig. 5 is an example show-
ing the process of finding ONCVs of TLG <2, 1, 1; 3>. The
OFFCVs can be derived in a similar way. When the variable
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Fig. 5. Example showing the procedure of finding ONCVs of TLG
<2, 1, 1; 3>.

is assigned to be 0, we check whether the variables that have
been assigned can directly determine the output as 0 without
considering other nonassigned variables. If the answer is yes,
we set the nonassigned variables as 1 and obtain an OFFCV.
The procedure can be terminated immediately if the assigned
values directly determine the output as 1.

After having the ONCVs and OFFCVs, we next examine if
each vector v of them is a don’t care of a TLG g or not by
using

IMP(v ∪ OBS(g)) (7)

where OBS(g) denotes the set of value assignments that are
necessary for a TLG g to be observable at a primary out-
put, and IMP(V) denotes the set of value assignments that are
logically implied by a set of known assignments V . Once a
conflict occurs during the logic implication process, i.e., a vari-
able in the TLN is mandatorily assigned to 1 and 0 at the same
time, the input vector v is a don’t care to the TLG g. We use
Fig. 3 as an example to explain (7). First, we examine whether
v = (0, 1) is a don’t care to TLG g2. Second, the first input of
g3, which is g1, is set to be OBS(g2) = 0 for propagating g2 to
the primary output. Then, we perform logic implication with
these values, which is represented as IMP(v ∪ OBS(g2)), on
the network in Fig. 3. Since we observe that g1 is mandatorily
assigned to 1 and 0 simultaneously during the logic implica-
tion process, the input vector v = (0, 1) is a don’t care to the
TLG g2.

If a vector v in the ONCVs or OFFCVs is a don’t care to the
TLG g, v is not an ONCV or OFFCV anymore. Therefore, we
need to update the sets of ONCVs or OFFCVs such that the
boundary of hyperplane can be appropriately adjusted. Before
introducing the algorithm of ONCVs and OFFCVs update, we
define the predecessor and successor of an input vector.

Definition 2: Given an input vector v, a vector set
Predecessor(v) of v contains vectors u if and only if u turns
into v by flipping one of its input bits from 1 to 0.

Definition 3: Given an input vector v, a vector set
Successor(v) of v contains vectors u if and only if u turns
into v by flipping one of its input bits from 0 to 1.

For example, Predecessor(000) = {100, 010, 001}; and
Successor(101) = {100, 001}.

The pseudocode of the algorithm of ONCVs and OFFCVs
update is shown in Algorithm 1. In this algorithm, we sep-
arately check the boundary of on-set and off-set. At the

Algorithm 1: Pseudocode of Algorithm of ONCVs and
OFFCVs Update

1 Push all the ONCVs into cv_queue
2 while cv_queue is not empty
3 v = Pop a vector from cv_queue
4 if v is a don’t care
5 Push v into dc_queue
6 for each Predecessor(v) p
7 Assign cv_flag as true
8 for each Successor(p) s
9 if the TLG outputs 1 under the pattern s

10 Assign cv_flag as false
11 Break the for loop

12 if cv_flag is true
13 Push p into cv_queue

14 Push all the OFFCVs into cv_queue
15 while cv_queue is not empty
16 v = Pop a vector from cv_queue
17 if v is a don’t care
18 Push v into dc_queue
19 for each Successor(v) s
20 Assign cv_flag as true
21 for each Predecessor(s) p
22 if the TLG outputs 0 under the pattern p
23 Assign cv_flag as false
24 Break the for loop

25 if cv_flag is true
26 Push s into cv_queue

27 return dc_queue

beginning, the ONCVs and OFFCVs are located on the bound-
ary of on-set and off-set, respectively. However, we will update
the ONCVs and OFFCVs when a don’t care is found in the
ONCVs and OFFCVs. The algorithm is outlined as follows.
First, all the original ONCVs are pushed into a queue. Second,
we pop a vector v from the queue and examine whether it is
a don’t care or not. If v is a don’t care, we collect it and
search its predecessors. A predecessor will be added into the
queue when it satisfies the definition of ONCV in Definition
1. Similarly, we next examine if any OFFCV is a don’t care.
If an OFFCV is a don’t care, we collect it and search its
successors using the same method. At the end of algorithm,
the ONCVs and OFFCVs are updated and the collected don’t
cares are returned. Note that we only collect the don’t cares
that provide opportunities for TLG optimization. Thus, this
information about don’t cares will be used for mapping the
minimal-cost TLGs in the TLN.

According to Definition 1, the ONCVs and OFFCVs deter-
mine the hyperplane of a TLG. When some ONCVs or
OFFCVs of a TLG are don’t cares, we need to update them.
After finishing Algorithm 1, the predecessors of ONCVs
and the successors of OFFCVs cannot provide the opportu-
nity for TLG optimization. Next we prove the correctness
of this claim. Without loss of generality, given a TLG
g = <w1, . . . , wn; T>, consider one of its ONCV v =
(x1, . . . , xn), and one of Predecessor(v) = u = (y1, . . . , yn),
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where w1, . . . , wn and T are positive integers. According to
Definition 1, g outputs 1 under an ONCV. Therefore, we obtain
the following inequality:

x1w1 + · · · + xnwn >= T. (8)

According to Definition 2 about a Predecessor(v), we
know that there exists xi = 0 and u can be represented as
(x1, . . . , xi + 1, . . . , xn). Therefore, the output of g under u
can be determined by the following inequality:

y1w1 + · · · + yiwi + · · · + xnwn = x1w1 + · · · + (xi + 1)wi

+ · · · + xnwn >= T (9)

i.e., the output of g under u must be 1. Thus, u is not an
ONCV based on Definition 1. As a result, the predecessors of
ONCVs cannot provide the opportunity for TLG optimization.
The claim for the successors of OFFCVs can be proved in a
similar way. Thus, we omit it in the proof.

For the complexity analysis, given a TLN consisting of n
TLGs and the TLGs are with at most k inputs. The com-
plexity for finding ONCVs and OFFCVs of a TLG is O(2k).
Algorithm 1 first checks whether a critical vector is a don’t
care by performing logic implication in the TLN. Hence, the
complexity becomes O(2kn). If the critical vector is a don’t
care, the algorithm searches the corresponding successors and
predecessors. The maximum numbers of successors and pre-
decessors are both k. Thus, the complexity of optimizing a
TLG is O(2knk2). The complexity of optimizing a TLN is
O(2kn2k2). It seems that this complexity is high based on our
analysis. However, the algorithm is practically efficient from
the implementation viewpoint since this work only focuses on
the TLGs with at most six inputs.

We use the TLG g2 in Fig. 3 as an example to demonstrate
Algorithm 1. g2 has two ONCVs, (0, 1) and (1, 0), and one
OFFCV, (0, 0). First, we examine whether the ONCV (0, 1)
is a don’t care to g2 by (7). Since (0, 1) is a don’t care to
g2, we search its predecessor, which is (1, 1). Since no suc-
cessor of (1, 1) outputs 1 for TLG g2, the vector (1, 1) will
be pushed into cv_queue for don’t care checking. Next, this
algorithm iteratively examines the other vectors in cv_queue
for don’t care checking. Finally, the algorithm returns the
dc_queue, which contains two vectors (0, 1) and (0, 0) for
further optimization on g2.

C. Mapping Algorithm Using the TLG Library

Now, we have the truth table of a TLG with don’t cares.
We are next to find an optimal TLG, in terms of summation of
weights and threshold values, which is functionally compati-
ble with the incompletely specified truth table. Although the
number of NP-TLGs in Table I is only 994 for 6-input TLGs,
we need to consider the permutation of weights in a TLG.
For example, two TLGs <1, 2, 1; 3> and <1, 1, 2; 3> can be
obtained by permuting the weights from the TLG <2, 1, 1; 3>.
In this work, the TLGs with different weight permutations
form an isomorphic group (IG). The TLGs in the same IG
share two common properties. First, they have the same sum-
mation of weights and threshold value. Second, their sizes of

Fig. 6. Searching process for a 6-input compatible TLG. 6-input TLGs have
994 isomorphic groups in total.

on-sets and off-sets are the same. These two properties accel-
erate the TLG mapping process by pruning a wide range of
TLG searching space.

Fig. 6 shows how we search the compatible TLG from the
TLG library. We first sort the IGs based on the summation of
weights and threshold value in the ascending order. Then, we
iteratively examine the TLGs. Once we have found a com-
patible TLG, the algorithm will be terminated immediately
because this TLG has the smallest cost. Since the TLGs in
this work have at most six inputs, the truth table of a TLG
can be stored in a 26 = 64-bit data type. In other words,
we can compare the target function and the function of TLGs
in the TLG library by using a bitwise-XOR operation, i.e.,
we XOR the target function and the function of TLG in the
library. Once the XORed result returns 1 in the non-don’t-care
bit position of the target function, the TLG is noncompatible
with the target function; otherwise, it is a compatible TLG and
has the minimal cost.

Note that we have mentioned that the TLGs in the same IG
have the same size of on-sets and off-sets. Given the target
function with m1 minterms in the on-set and m2 minterms in
the off-set, the searching process can directly jump to the next
IG if the size of on-set (m3) of the IG is smaller than m1 or
the size of off-set (m4) of the IG is smaller than m2. This
is because a TLG in an IG with m3 on-set minterms and m4
off-set minterms cannot be compatible to the target function,
where m3 < m1 or m4 < m2.

IV. TLN MINIMIZATION WITH STRUCTURAL

PERTURBATION

In Section III, we have proposed the don’t care compu-
tation and the corresponding TLG optimization algorithm.
Although this approach guarantees the minimal-cost TLGs
after optimization, we found that [4] resulted in a lower cost
for the whole TLN for few benchmarks. This is because
optimizing a certain TLG might change the SDCs or ODCs
of the other TLGs and affect results. In summary, since
we do not change the structure of TLN, the approach in
Section III is only capable of generating the minimal-cost
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TLGs locally instead of having the minimal-cost TLNs glob-
ally. Therefore, in this section, we propose our approach com-
bining De Morgan’s law, which allows structural perturbation,
for achieving the global TLN optimization.

A. TLN Optimization With De Morgan’s Law

According to De Morgan’s law of threshold logic, we can
consider to replace a TLG with its complemented form in
the TLN when the cost is reduced. In fact, since the weights
in a TLG and its complemented form are not changed after
applying De Morgan’s law, we can only compare the threshold
values T and T ′, as shown in Fig. 2. Once a TLG is replaced,
the corresponding inverters will be added to the TLN. Note
that the total number of inverters in a TLN does not always
increase after the replacement. This is because inverter pairs
will be removed after the replacement. After examining all the
TLGs in the TLN and applying necessary replacements, an
optimal-cost TLN is obtained. Although the overall TLN cost
might be further reduced after performing other optimizations,
e.g., structural rewriting [18], this work only focuses on a
lightweight replacement without involving dramatic structural
change.

B. Inverter Optimization

In Section I, we use RTDs as an example to explain
that the implementation cost of inverters cannot be ignored.
However, the implementation cost difference between invert-
ers and the summation of weights and threshold values cannot
be evaluated when the device for TLN implementation is not
determined yet. Therefore, instead of using a single factor,
we evaluate a TLN by considering the number of inverters
and summation of weights and threshold values at the same
time. That is, we set a balance parameter about the number of
inverters and the summation of weights and threshold values
to evaluate the quality of the synthesized TLN based on the
selected hardware devices.

In the inverter optimization stage, our objective is to reduce
the number of inverters in the TLN. We observed that some
TLGs, for example, TLG <1, 1, 1; 2>, have the same weights
and threshold values as the corresponding complemented
forms. Therefore, we can apply De Morgan’s law on these
TLGs to reduce the number of inverters between two con-
nected TLGs without increasing the cost of TLN In addition
to these TLGs, we can also apply De Morgan’s law on the
other TLGs that have different representations as their comple-
mented forms. In this work, we propose a balance parameter
as listed in (10) to determine the TLG that has to be trans-
formed by De Morgan’s law again for reducing the number of
inverters in the TLN

|Reduced Inverter|
Increased Cost

> User-specified Threshold (10)

where |Reduced Inverter| is the number of reduced inverters
and Increased Cost is the increased cost when a TLG is trans-
formed to its complemented form. The meaning of (10) is to
evaluate the number of inverters that can be reduced per unit
cost increment. According to (10), we can obtain a TLN that
considers the cost and the number of inverters simultaneously.

Fig. 7. Example of applying De Morgan’s law on TLG <2, 1, 1; 2>.

TABLE II
CPU TIME COMPARISON BETWEEN THE PROPOSED

ALGORITHM AND THE BRUTE-FORCE APPROACH

For example, Fig. 7 shows a TLG <2, 1, 1; 2> and the cor-
responding TLG <2, 1, 1; 3> obtained by De Morgan’s law.
In this example, | Reduced Inverter | is 2 and Increased Cost
is 1. Therefore, the TLG will be replaced by its complemented
form when (|Reduced Inverter|/Increased Cost) is greater than
a user-specified threshold, say 1.5.

V. OVERALL FLOW

The proposed approach to TLN optimization is shown in
Fig. 8. The input is a TLN to be optimized. First, we itera-
tively select a TLG and compute its ONCVs and OFFCVs.
Second, we examine whether the ONCVs and OFFCVs are
don’t cares. Once an ONCV or OFFCV has been confirmed as
a don’t care, we update the ONCVs or OFFCVs by examining
the corresponding predecessors and successors, respectively,
for further optimization. Once all the ONCVs and OFFCVs
are not SDCs or ODCs, we search a minimal-cost compat-
ible TLG by bitwise-XOR operations from the TLG library
for replacement. When all the TLGs in the TLN have been
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Fig. 8. Overall flow of the proposed approach to TLN optimization.

processed, a cost-optimized TLN without structural perturba-
tion is obtained. To achieve a better optimization result, the
TLGs in the TLN are considered to be transformed by De
Morgan’s law. When all the TLGs in the TLN have been
examined, a cost-optimized TLN with structural perturbation
is obtained. Finally, the number of inverters in the TLN can
be further reduced with cost overhead when we apply De
Morgan’s law again on the TLGs that satisfy (8). In the end,
a cost-optimized TLN considering the number of inverters is
obtained.

VI. EXPERIMENTAL RESULTS

We implemented our approach in C language. The experi-
ments were conducted on a 2.6-GHz Linux platform (CentOS
6.10) with 64-GBytes memory. To have a fair comparison
on performance, the experiments for [4] were conducted
again on our machine. The source codes were provided by
Chen et al. [4]. The benchmarks used in the experiments are
IWLS 2005 and were provided by [4], which are available
online [30]. In this work, we focus on minimizing the cost
of TLNs consisting of TLGs with at most six inputs. The
TLG library in this experiment is generated by permuting the
weights of all 2 to 6-input NP-TLGs [9], [17], [20], [23].
We have verified the optimized TLNs by the combinational
equivalence checker cec in the ABC package [29]. All the
optimization results are correct.

To show the efficiency of the proposed algorithm, we
implemented a brute-force checking approach for comparison.

That is, the brute-force process checks (7) on all the 2n

vectors to detect don’t cares for an n-input TLG. Table II
shows the comparison results. Column 1 lists the benchmarks.
Columns 2 and 3 show the required CPU time of the proposed
algorithm and the brute-force approach, respectively. The last
column shows the speedup of our algorithm as compared
to the brute-force approach. According to the experimental
results, the average speedup of our algorithm is 2.78. In sum-
mary, the proposed algorithm is more efficient because it
only computes the useful don’t cares that contribute to TLG
optimization.

Next, we summarize the comparison of experimental results
among the previous works [4], [22], and the proposed approach
w/wo structural perturbation in Table III. In Table III, Column
1 lists the benchmarks. Columns 2 and 3 show the cost
in terms of summation of weights and threshold values in
the TLN, and the number of inverters in the TLN by the
previous work [22]. Columns 4–7 show the cost, the cor-
responding cost reduction compared with [22], the number
of inverters, and the required CPU time measured in sec-
ond by [4]. Columns 8–11 show the corresponding results of
our approach without structural perturbation. Columns 12–15
show the corresponding results of our approach with structural
perturbation.

According to Table III, [4] achieved an average of 10.73%
cost reduction, and the required CPU time is 15.48 s
on average. Our approach without structural perturbation
achieved 12.22% cost reduction and only spent 3.34 s on
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TABLE III
COMPARISON OF TLN REDUCTION AND CPU TIME AMONG [22], THE STATE OF THE ART [4], AND THE PROPOSED ALGORITHM

these benchmarks on average. The proposed approach with
structural perturbation achieved 25.87% cost reduction, or
15.14% more as compared with the state of the art, and
only spent 4.03 s on the same set of benchmarks on aver-
age. Since we did not perform the inverter optimization in
the experiment without structural perturbation, the number
of inverters is almost the same by our approach and the
previous works [4], [22]. The slight difference on the num-
ber of inverters is caused by removing some constant nodes
after optimization.

The average number of inverters by our approach with
structural perturbation is approximately 260, higher than that
without structural perturbation. However, the number of invert-
ers with structural perturbation does not always increase. For
example, considering the benchmark pci_bridge32, ours with
structural perturbation obtained 16 303 inverters while that
without structural perturbation obtained 17 735 inverters. In
summary, the proposed approach with structural perturbation
is very efficient and results in much more cost reduction.

Besides, we also show the experimental results with
the inverter optimization under different user-specified
threshold parameters in Table IV. Column 1 lists the
benchmarks. Columns 2 and 3 show the cost reduc-
tion and the number of inverters without applying the
inverter optimization. Columns 4–13 show the correspond-
ing results with applying the inverter optimization under

user-specified thresholds of 2.0, 1.6, 1.2, 0.8, and 0.4,
respectively.

According to (10), the higher user-specified threshold is the
more TLGs cannot be replaced for inverter optimization. As
a result, the optimized TLN with a high user-specified thresh-
old usually contains more inverters. For example, the average
number of inverters is 3256.50 when the user-specified thresh-
old is 2.0, but the average number of inverters is 2121.63 when
the user-specified threshold is 0.4.

Since the implementation cost of an inverter depends on
the selected hardware device, the user-specified threshold pro-
vides the flexibility for the inverter optimization algorithm.
That is, we can assign the user-specified threshold as a large
number when the implementation cost of inverters is relatively
low. Otherwise, we can assign the user-specified threshold as
a small number to achieve a lower implementation cost.

To show the advantage of the proposed overall approach
with structural perturbation and inverter optimization over [4],
we take the results from Table IV under the column
of Threshold = 2.0 for comparison. Our result achieved
13.73% (24.46%–10.73%) more cost reduction and 1018.93
(4275.43–3256.5) more inverter reduction on average as
compared to the state of the art. The required CPU time
for the results of Threshold = 2.0 is 4.44 s on average.
Therefore, our approach is 3.49 times faster than the state of
the art.
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TABLE IV
TLN REDUCTION AND THE NUMBER OF INVERTERS UNDER DIFFERENT INVERTER OPTIMIZATION THRESHOLDS

VII. CONCLUSION

In this work, we proposed an optimization algorithm for
TLNs. The algorithm searches ONCVs and OFFCVs of a TLG
and exploited the obtained don’t cares to map the optimal TLG
from the TLG library. Then, De Morgan’s law is applied to
the TLGs such that the global-optimal TLN considering the
cost and the number of inverters can be achieved. The exper-
imental results show that the proposed approach is capable of
obtaining a smaller cost and fewer inverters in a TLN for a
set of benchmarks in a more efficient way.
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